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ABSTRACT

The"Ferret” andyticd engine, developed origindly by the Y-12 National Security
Complex of the U.S. Department of Energy to seek classified data and associationsin
documents and present its findings in thelight of formd rules, requires a structured information
base that represents not just individud facts but a set of implications and a collection of rules.
The fundamenta knowledge base is evolving towards forms that enhanceflexibility and
portability. The developers early redlized that the knowledgebase can be captured in XML by a
series of trees that represent taxonomies, andytica structures, and specific indicative facts, but
over thisatopic mapis needed to express links across the trees. Above this, the classification
rules could form another topic map that points into the lower layers. In itslatest form, however,
the knowledge base has come to be entirdly represented inatopic map.

The “Ferret” engine combines sophisticated searching with rule-driven andyss and
reporting. Inits origina gpplication, the Ferret engine performs the equivaent of 5,000
smultaneous searches while readingdocuments at severa thousand words per second. The
andlysis tracesimplications of concepts discovered in searching and agpplies the rules for
interpreting implications and the actions to be taken when a significant pieceof information is
found. Because the topic maps that represent this knowledgecan be switched easily, Ferret can
be reprogrammed to many tasks, including sdection and categorization, scanning of email and
newsfeeds, diagnogtics, and query expangion, in addition to the origina classification gpplication.

I nfor mation Classification and the Origins of the Ferret System

When the Y-12 National Security Complex (Y -12), amanufacturing facility of the U.S,
Department of Energy (DOE) in Oak Ridge, Tennessee, started devel oping tools to support its
management of classified documents, it was faced with the task of capturing the knowledge of
how to identify classified information. Once captured, such knowledge would have to be stored
in amaintainable fashion that was aso accessible to Ferret, the automated andlytical tool that we
had developed. The Ferret project team initialy devel oped a knowledge base as part of the
program development. Since this hand-built base was difficult for anyoneother than the origind
developer to maintain, the team soon settled on a knowledge base in XML that depends on
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some familiar techniques, like tables and hierarchica trees, and adds to them an adaptation of
the new techniques of topic maps (1SO/IEC 13250:2000). The knowledge baseisnow in
trangition to a topic map representation based on the XTM (XML Topic Map,
www.topicmaps.org) specification. Since the origind classification project, the applications for
both the Ferret engine and the knowledge-engineering techniques have expanded.

Although Y-12 is no longer involved in the origind function for which it was created as part
of the Manhattan Project during World War 11—the find enrichment of weapons-grade
uranium—it has retained a mgor role in themaking and maintaining of components for the U.S.
thermonuclear stockpile. Accordingly, much of the information handled a the plant is classified
and must be protected. Decisions about what is actudly classified are made by DOEon a
nationa basis and adapted to specific locd Stuations by facilitieslikeY-12. Day-to-day
classfication decisons are made on the basis of this approved guidance by authorized derivetive
classfiers (ADCs), who form the front line of defense for classfied information. The first
aoplication of the Ferret engine, developed as atool to support the ADCsin their work, reads
electronic documents and highlights potentially classified passages, displayingaong with each
portion of text the proposed classification and the rules from the guidance that support the
classfication.

Although the work of the ADCs s grounded in the forma dassfication rules for identifying
classfied information, the practical application of those rules depends on much more detailed
knowledge than is contained in the published guidance. Recognition of sgnificant informetion
depends on knowledge of the manufacturing process, the design of the products, and the
properties of the materias of which the products are made. It dso depends on an awareness of
what decisions have been made in the past and whatinformation is available to the generd public
a the unclassified levd. Findly, the ADC must be able to draw inferences from the combined
collection of information.

In addition to the details of product designs and manufacturing, the classification process
must recognize numerous pieces of indirect information. Many parts and materias have been
given codenames so that they can be discussed without revealing classified data. To eaborate
on one of these codenames might congtitute a breach of security. There are many specific facts,
such asthe inventories of certain materias and the rates at which they are used in manufacturing,
that may be classfied. Some facts are not themsdlves classified, but in combination they can add
up to classfied data. For example, mentioning a particular product in conjunction with certain
buildings might reveal something of the product’ s componentsif those buildings are known to
process only certain materias. Mentioning a geometric attribute might imply the overal shape or
configuration of apart. Generd properties of materids, such as metals and plagtics, conditute a
large part of the knowledge. Individualy, most of the facts about materials—things thatmight be
learned from any chemigtry or physics text—are not classfied. But in the particular context of
Y-12's products, these unclassified facts may suggest sengtive information. Part of the role of the
ADCs, and thus of the Ferret system that supports them, is to recognize when such combinations
have occurred in our context.

How Ferret Works: The Classified Automobile

Classfication andysisis generdly done by comparing theinformation in question to formd
guidance that has been developed by the appropriate authorities. Guidance is usudly written in
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terms of generd concepts, such asthe high-level design of our products and the materias usedin
them, that we need to protect. While some broad guidance is written innarretive form, most of
the specific guidance is presented in tabular form.Each rule in atable states a condition to be
evaluated and associates with it aresulting classification to be gpplied if the document under
evauation meets the condition in question. Frequently these rules form a series of conditions
reflecting increasing detall to be sought in candidate documents and thusincreasing levels of
sengitivity and need for protection. If we were in the automotive industry, we might have
classfication rulesthat look something like the following table:

110 Fue Sygems

Basic technology associated
with fud supply.

110.1

Badic technology associating
110.2 carburetors with fud supply |CRD
systems.

Fact of Electronic Fud
110.3 Injection (EFI), no U
daboration.

Information reveding theory
or technology of EFI.

Identification of EFl as part of
110.5 aspecific engine or vehide SRD
make or modd.

Fact that a specific engine or
110.6 vehiderequireshighoctane | SRD
fud.

110.7 Capacity of fud tank. U

110.4 CRD

(Thistable comes from an unclassfied smulation that is used to train ADCs a DOE gSites.
In DOE dassfication terminology, there are four levels of classfication: unclassfied (U),
confidentia (C), secret (S), and top secret (TS). There are two main categories of classfied
information, nationa security information (NS1) and restricted data (RD) a higher category of
classfication that is specific to nudear wegpons technology. In the full scheme of classfication,
thereis aso a category of formerly restricted data (FRD), which is restricted data released to the
military and thus no longer exclusively in the domain of DOE. There probably are red guidesin
amog every corporation that does significant proprietary design or development, though such
guides wouldn’'t use the classfication levels and categoriespeculiar to the nuclear wegpons
business.)

Using these rules and an appropriate implication structure, Ferret would typicaly be called
upon to andyze documents containing statements like “1 can get 225 horsepower from my Audi
A4 by reprogramming the turbo boost and injector timing.”

The core search process in Ferret would recognize a number of specific itemsin the
contenra from tha lia nf ronrente in ite lennnd edne haca and feerd them tn tha imnliratinn
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process. The implication process would follow these concepts through the implication trees to
concepts at the more generd leve of the guidance rules. Among these specific items might be
such grings as“Audi A4”, “reprogramming”, and “injector”. The implicationprocessor would

then follow the trees and related rules as follows:

. “Injector” impliesfud injection.

° “Reprogram” implies the presence of an engine-control computer.

° An engine-control computer and fuel injection together imply eectronic fud injection.
o “Audi A4” isamember of theligt “ pecific vehide'.

The combination the firgt three of these implications would firg trigger the dassfication rule
110.4, and the system would conclude that thestatement is“ CRD.” Adding the fourth discovery
would then trigger rule 110.5 and the resulting classfication of “SRD.” Since the highest leve of
classfication is mogt significant, the document containing the sentence wouldbe declared to have
aclassfication of “SRD.”

Ferret and the Evolution of 1ts Knowledge Base

The Ferret engine, supplied with a sufficient knowledge base, isintended to emulate an
ADC'sandytica process. The software scans eectronic texts for many concepts of the sorts
likdly to trigger a dassfication rule, individudly and in Sgnificant combinaions, and thenfollows
the implications of what it has recognized. It compares its findingsand the inferences it has drawn
from them with the essentid dements of the classfication rules and returns to the user amarked
text associated with the appropriate rules from the guidance. In its current state of development,
the Ferret classification system knows about 1,600 concepts, represented by about 5,400
different terms. It combines these into about 2,100 implications andapplies these to 800
classfication rules. On atypica persond computer, it easly andyzestext at over 2,000 words
per second.

The knowledge base to support this process began with a collection of hierarchical trees of
implications. The rulesin the officid classfication guidance are most frequently stated in genera
termsthat are not what istypicaly found in documents written in the field. Redl
documents—assembly procedures, safety manuals, e-mail messages—use very specific
language, such asthe names of individua parts or materids, avariety of nicknames, part
numbers, and codewords, or perhaps jargon comprehensible only to those who haveworked at
the facility for along time. The implication treeswork up gradualy from this very specific
terminology to the more generic concepts, providing ameans of trangtion from the language in
which people typicaly communicate to the language in which guidance is written.

In the implication process, amention of the name of a specific building will sometimesimply
amply that activity istaking place within the context of the overdl manufacturing complex.
Anather building name will imply the use of atype of materia known to be processed only in
that building. Mention of “ganless sted” will imply the generd category of sructurd materids
that would digtinguish it from other materias that will imply active congtituents of the product.

Weredized very early in developing the system that implications are not smple and that
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there are, in effect, hyperlinks among the trees. A given concept found in a document may
proceed through a series of implications in the tree in which it was located, but & some point it
may aso connect to a concept in some other tree. Both sets of implications again need to be
followed. We dso found some concepts that are implied only by combinations of other
concepts.

Implications are far from the end of the classfication process; they are merely a means of
meaking the trangtion from input text to the genericconcepts in the classification rules. The core of
the knowledge base is thesets of rules that collect combinations of concepts to be found to
satidy individud rules. Associated with the rule are actions to be taken when any particular
combination of concepts was found. Each rule reflects some combination of concepts drawn
from the implication process, when dl the conceptsin arule are found, the rule invokes an action.
Some rules aretriggered by a single concept that is classfied in dl contexts. Mogt rules,
however, have two, three, four, or, rardly, five required concepts.

Included within the original knowledge base, though logically not part of it, were tables of
actionstriggered by the rules. These tables captured the contents of the classification manuds,
which were themselves presented in tabular form as the prose statement of the rule and the
associated classfication. What was returned to the user thus could be presented likeextracts
from the classfication guidance.

TheFirst XML Knowledge Base forFerret

Implication Trees

The trees of implications condtituted the largest part of the origina knowledge base. Some
trees had as many as twelve levels of hierarchy, while others were trees in name only, having only
oneleve of termina nodes below the root. Among the deep hierarchies were those of facilities
and materias. Facility trees for some DOE sSites were shallow, because it might besufficent only
to know that a design laboratory had been mentioned. But in the case of Y-12, the trees went
down through areas to buildings, roomsin buildings, and even particular devices in the rooms.
The materids treescollected avast array of data: for metals, there were properties of the base
substance, its aloys and compounds; the processes used to handle, shape, andstore the
materids, and links to the facilities that housed the processes. Inthe case of certain materias and
of things referred to by codewords, it was necessary to capture what would constitute
“eaboration” on the target concept or term. Some categories of concepts were represented
amply by ligts, such as the names by which our products are known when they are transferred
to the military. Altogether, there are about twenty-one trees, arranged in fourcollections, in the
initia knowledge base.

Trees, of course, are hardly arandom choice for our methodology. From Aristotle's
categories down through Linnaeus' s biologica taxonomy, trees have been accepted as a means
of organizing and representing relationships. The programmers who created the Ferret technology
were using a crude tree-structured implication representation even before the decison was
made to store the knowledge base in XML. Hierarchica trees have beenunderstood as a way
of viewing document structures since the earliest days of SGML development. Our initid tree
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sructure was very smple;

<IELEMENT inplications (tree+)>
<! ELEMENT tree (root, branches)>
<! ELEMENT root (term synonyn?)>
<! ELEMENT branches (term| (term synonym| tree)*>

Terms are the literd srings for which the Ferret enginesearches;, they are the most specific
expressons to be found in rea documentsof the concepts on which classfication rules act.
<Ter m», <r oot >, and <synonym> are d| actudly the same thing; we distinguished them by different
generic identifiersprimarily as a convenience to the users who were to build the knowledge base.
This structure dlows us to have multiple trees in the knowledge base, and eachireeis easly
extensble for as many layers of recurson asis needed for its subject.

The trees in the knowledge base are Smply away of passingimplicaions from specific
termsto genera concepts. Thereis no overdl organizing concept shared from onetree to
another. Thus some trees areandytical, representing the breakdown of assembled products into
subassemblies and eventudly into component parts or breaking down manufacturing facilitiesinto
specific aress like cagting, rolling, machining, and ingpection, and ordown in some casesto the
individua production equipment. Other treesreflect categorization, such as classes of materias
used in our products, or the products themsdlves.

In the origind gpplication, some trees occur in clustersthat are superimposead to dedl with
implications that follow more than one path. For example, if oneis andyzing automobile
technology, an area of interest like engines can be categorized according to number of cylinders
inan ingtance. A number of implications may be linked to the number of cylinders, such asthe
number of pistons or of sparkplugs. However, one can dso analyze engines according to
another, perhaps orthogond, axis, such asthe type of aspiration and the structure of intake and
exhaug systems. The first knowledge base, which deals only in conventiond, two-dimensiond
treeswill ded with such an overlay sructure by having multiple, Smilar treesfor normd
aspiration, low-pressure turbocharging, high-pressure turbocharging, andmechanica
supercharging. All of these trees generdly follow the pattern of the normdly aspirated structure
but have additiond entries, such as waste gates among the lower-level contributors to the
implication seriesin the layers for turbocharged engines. By this means some implications are
passed up thenorma chain, no matter what aspiration is applied to a given engine, but additiona
implications are generated when an engine is determined to participate in one of the other layers.
Thus the discovery of “waste gate”’ in a document contributes to an implication of turbocharging
in addition to implying the presence of intake and exhaust systems. Because of the pecific nature
of the data relationships captured in the origind gpplication, links between corresponding nodes
in different layers could be processed lexicdly (e.g., “exhaust manifold” can be generated from
“turbocharged exhaust manifold” by sripping the prefix rather than by processing a hyperlink
between the corresponding nodes). As we have moved beyond the origind application and
cannot rely on the potentid for lexica processing, we have turned instead to features of topic
maps to replace overlays of nearly congruent trees.

Thereis one additiond type of implication in the knowledge base, which we cadl a
“conjunctive implication.” The smple implicationsdescribed so far connect from single items
recognized in the searching processto more generad concepts and eventuadly to the root of an
implication tree. Conjunctive implications, however, require that multiple items be recognized to
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initiate implication processing, as in the example above, where both* engine-control computer”
and “fud injection” must be present to imply “eectronic fud injection.” In someways,
conjunctive-implication processing is smilar to rule processing, as described below. Like rules,
conjunctive implications have been represented as topic-map components sincethe earliest XML
versons of the knowledge base. They differ from rules only in that they point back into the
implication trees rather than outwards into the reporting structure.

Rules

Classfication is arule-based process. If certain pieces of information are present in a body
of information, the resulting combinationwill be classfied at some level. The table presented in the
example earlier inthis paper istypicd of classfication rules.

The chdlenge to the classfier isto determine whatcongtitutes, for example, a means of
recognizing that a carburetor is being discussed or that the technology in question is related to
fuel systems (as opposed to, perhaps, the costs of buying carburetors). In the knowledge base, a
rule like 110.2 would be represented by two concepts extracted from the rule, perhaps
“carburetor” and “fud system.” While “carburetor” is a term likely to be found in text, it might
aso be the root of animplication tree that includes components like afloat or a butterfly vave.
“Fud system” isamogt certain to be the result of an implication process. Somerules, like 110.5,
might actudly take severa processing rules. one associating EFl with * specific engine,” another
asociating it with“vehide make,” and athird associating it with “vehicle modd.” Theimplication
treeswould have provided means (probably lists) for recognizingthe kinds of engine or vehicle.

In the first working version of the Ferret system, each rule was represented by arecord
that combined the text from the published tables(like the one above) with the essential concepts
that would trigger it and asoarange of text within which the information would gppear to bein
context to trigger the rule. The XML versions of the knowledge base separate the ruletrigger
mechanism from the results that are returned to the user.

When | sarted extracting the actud rule mechanism from the knowledge base, | was struck
by the amilarity between what | was trying to tag and the genera form of atopic map. Each rule
might be represented by one or more associations. In each association, the topic would
correspond to the rulein the published guidance, and the members of the association would
correspond to the trigger concepts.

Such ause of topic maps would be a bit unconventional, however. A topic map is generdly
thought of as an assembly of metadata that serves as acataog or index to an exigting collection
of resources. An association in atopic map expresses some relationship involving a number of
topics, which are presumed to correspond to resources that exist in the collection to which the
metadata applies. The user goes to the topic map tosearch or pose questions about the
collection and retrieve the resources. Inthis case, however, the external resources are dways
changing as different documents are submitted for analyss. The topic map guides the andytical
engine to examine the documents, but there is no prior expectation of what willappear in them.
Thetopics exist as potentid search itemsin the knowledge base only. The Ferret engineisthe
connection between the knowledge base, including the topic maps, and the externa documents.
In effect, the associations posed in the topic map are only potential associations. If occurrences
of the topics are indeed found in the documents under analys's, then the associations change from



VI U e LUPIWM\' IHHIVUULU TUUL IV T UG UVUUVUL T U o UL UG (e lu_yao, LI U IO Ao AL VI 10 Ul 1 IULr 1w

potentid to red, and the rule that is theprimary member of the association will be triggered.
In the origind representation, atrigger rule had the form

<! ELEMENT rul e (concept+, action)>

The concepts were drawn from the implication trees, and thetargets were the stated rules
from the guidance. Thus rule 110.5 might beexpressed:

<rul e>
<concept source="#EFI">
<concept source="#specific-engi ne">
<action target="rul es#110.5">
</rul e>
<rul e>
<concept source="#EFl ">
<concept source="#specific-mke">
<action target="rul es#110. 5" >
</rul e>
<rul e>
<concept source="#EFI">
<concept source="#specific-nodel ">
<action target="rul es#110.5">
</rul e>

Thesour ce dtribute of a concept element corresponds to some term from the implication
trees. Thet ar get attribute of the action dement cals the interface component that displays
Ferret’ s findings to the user. The user interface in the classificationapplication displays the
andyzed text with sugpect passages highlighted (blue for confidential and red for secret). Clicking
on a highlighted passage will cause the rules that have been triggered to be displayed in a second
window.

The XTM Knowledge Base for Ferret

The release of the XML Topic Map (XTM) specification while wewere rethinking some
parts of our initid studies for the Ferret knowledge base ingpired me to unify the diverse parts of
the firse XML structure for the basein a new structure that was entirely based on the topic-map
paradigm. Conversion to XTM was not just an academic exercise: | was hoping that the
conversion would solve some problems, such asthe layering of trees. Now | dso hope that as
topic-map tools become available, they will provide us with abetter interface for creating and
maintaining knowledge bases.

Topic Map Components

In the new design, al the concepts in the knowledge basebecome topics, and all other
intringc functiona structures become associations. The only part of the original knowledge base
that is not represented by topic-map meansiis the reporting structure, which is notactualy part of
ether the implications processing or the logic that acts onits results. Asin the origind
classification application, that structure is captured in tables. There are, however, topics that
serve as pointers from the knowledge base to the external items that are to bereported.

The oriaind Ferret knowledoe base contained terms, implications, and rules. Of these, only
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terms can themselves be topics. The whole structure of the interactions of these topics, whichis
to say the bulk of the knowledge base, is represented by associations. In the origina application,
much of the base was assembled in hierarchicd trees, which are easy enough to represent in
XML. In atopic map, however, there is no directway to represent trees; trees are Smply not
part of the topic-map paradigm, which is more of a network. The rules were aready represented
as topic maps, so they needed only incrementd revisonsin syntax.

To enable the use of associations for the operationa parts of the knowledge base, | found it
necessary to introduce a series of functional topics that reify the kinds of operations that the
Ferret engine must perform. These topics indicate what isto be searched for, what playsarolein
implications, and wheat can trigger externd gpplications. All smple topics in the knowledge base
have an “instanceOf” rdationship with at least one functiond topic, and dl roles in asociaions
are defined by functiona topics.

Functional Topics

The most smple of the functiond topics needed for the knowledge base is that used to
indicate the basic terms that represent conceptsin processing. The firgt of theseis the “search
term” for which the engine will actualy do pattern matching in the candidate documents.

<topi c id="function-search-tern>
<baseNane>
<baseNaneStri ng>Ferret search ternx/baseNaneString>
</ baseNane>
</t opi c>

(In this till-evolving use of XTM, baseName is abused dightly to be just alabel for the
convenience of users rather than ameans of establishing topic identity for merging.)

Similar to thistopic isthe “implication term” on whichimplications processing and rules
triggering depends:

<topic id="inplication-tern>
<baseNane>
<baseNaneStri ng>l nplication ternx/baseNaneString>
</ baseNane>
</t opi c>

The“implication term” is operaiondly different from the*search term” because there are
some terms that serve only as conceptud wrappers in the implication process and are not likely
to be found in documentsin away that would be sgnificant to rules processing. For example,
some rulesare written in terms of the mass of some materid. The word “mass’ itsdf is unlikdly to
have any classfication sgnificance in adocument; instead, some phrase such as“5 kg™ will need
to be recognized. So “mass’ will appear in the knowledge base only as awrapper that is an
implication term and not a search term.

A more specidized kind of implication term isthe “implication root”:

<topic id="inplication-root">
<i nst anceCf >
<subj ect I ndi cat or Ref xlink:href="inplication-tern/>
</instanceCf >

chacalNams
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<baseNaneStri ng>Root of inplication tree </baseNaneString>
</ baseNane>
</ t opi c>

The“implication root” isthus an implication term, but it is distinguished for purposes of
processing. Frequently root concepts arewrappers only and are not part of the search dirategy.

The only other purely structura topics required are an “implicaion layer” and an
“implication layer root” that are used to identify various overlays of implicationtrees.

There are severa types of operationa topics that control the processing of concepts by the
Ferret engine. The primary roles are implication, conjunction, reporting, and feedback. Additiond
roles are defined for antecedents and consequents in the rule-processing mechanism and for
targets for the reporting process. The topic definitions are quiteconventiond; they smply
establish reference points to be used within the rules process.

Terms

The core of dl Ferret operationsis the collection of terms. All searching through candidate
documents depends on terms. All implications and operationd rules are written using terms. The
maost common type of term is that which participates in the implication processand isaso a
search term that will be applied to the documents Ferret reads.

<topic id="t-EFI">
<i nst anceX ><t opi cRef xlink: href="#inplication-term />
</instanceCr >
<baseNane>
<baseNaneSt ri ng>EFI </ baseNaneSt ri ng>
<vari ant >
<par anet er s><t opi cRef xl i nk: href="#function-search-terni/>
</ par anet er s>
<vari ant Narme>
<resourceData id="t-search-efi 1">EFI </ resour ceDat a>
</vari ant Nanme>
</variant >
<vari ant >
<par anet er s><t opi cRef xli nk: href ="#functi on-search-terni'/>
</ par anet er s>
<vari ant Narme>
<resourceData id="t-search-efi2">El ectric Fuel Injection</resourceD
</vari ant Nane>
</variant >
</ baseName>
</ t opi c>

This segment establishes “t-EFI” as a potentid participant in an implication tree. The two
variants in the baseName create two search strings for the Ferret search mechanism to operate
on. The variantsprovide a mechanism for handling synonyms, which are abundant in the
applications we have examined so far. If aterm were to appear only as awrapper at some point
in the implication process, the baseName variants wouldbe omitted. In atypica knowledge
base, there will be hundreds of topics of this sort—some 1,600, with synonyms adding up to
over 5,000 variantsin the origina dassfication gpplication.



Implications

The implication process depends on topic associations that link antecedents with
consequents. In the original tree-based design, recursion of trees went down in some cases as
many as twelve levels. In the topic map, only one leve at atimeis dedt with. In the topic-map
form, implication is handled one leve & atime, and trees exist only through the hyperlink
sructure generated by the associations.

<association id="inpl-turbo">
<i nst anceCf >
<t opi cRef xlink: href="#function-inplies"/>
</instanceCf >
<scope>
<t opi cRef xlink: href="#l ayer-turbo"/>
</ scope>
<nenber >
<r ol eSpec>
<t opi cRef xl i nk: href ="#rol e-consequent"/>
</ rol eSpec>
<t opi cRef xlink: href="#t-turbo"/>
</ menber >
<menber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-antecedent"/ >
</ rol eSpec>
<t opi cRef xlink: href="#t-waste-gate"/>
</ menber >
<menber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-antecedent"/>
</ rol eSpec>
<t opi cRef xlink:href="#t-intercooler"/>
</ menber >
</ associ ati on>

Here, the association “impl-turbo” (which might mean “implies turbocharging”) points to the
topic “t-turbo” as its consequent. For the sake of the example, two topics, “t-waste-gate” and
“t-intercooler,” are assumed to imply turbocharging. In aworking application of Ferret, there
would be many such associations, In some, the consequent of this implication might serve as an
antecedent. Thus “t-turbo” might esewhere imply “t-high-performance’. In other associations,
the present antecedents might serve as consequents, so that “t-intercooler” might be implied by
“t-intercooler-air-intake’. In this way, the hierarchyof the origind trees can be represented.

The scope of thisimplication is “layer-turbo”. In such an application asis being smulated
here, there may be cases where there are pardle trees of implications that are dmost congruent
but not quite. The scope mechanism provides away of indicating in which layers a given item
appears. If, at some higher leve in the implication hierarchy, a digtinctionhad been made
between turbocharged engines and normally aspirated ones, the layering could capture the fact
that fuel injectors appear in both types of engines, but waste gates only in the turbocharged ones.
Asmany layers as are needed can be created. To be more comprehensive, forced-induction
systems might be divided into those with turbochargers, those with superchargers, and those with
ram induction. A feature like intercooling might gppear in dl three layers, but a waste gate would
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appear only with the turbocharger. And theram-induction layer might otherwise be dmost
congruent with the base layer for normally aspirated engines because it does not involve the
mechanica components (blowers and driving mechanisms) needed for turbocharging or
supercharging.

In norma implication any one of the antecedents can trigger the consequent. A specia
case of implication, however, requires the conjunction of two or more antecedents to trigger the
consequent. The association required to represent such an implication is identified by changing
the “instanceOf "reference:

<associ ation id="inpl-turbo">
<i nst anceCf >
<t opi cRef xlink: href="#function-conjunction"/>
</instanceCf >
<menber >
<r ol eSpec>
<t opi cRef xl i nk: href="#rol e-consequent "/ >
</ rol eSpec>
<t opi cRef xlink:href="#t-EFl"/>
</ menber >
<menber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-ant ecedent"/ >
</ rol eSpec>
<t opi cRef xlink:href="#t-fuel-injection"/>
</ menber >
<nenber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-antecedent"/>
</ rol eSpec>
<t opi cRef xlink:href="#t-control -conputer"/>
</ menber >
</ associ ati on>

Thus, for the sake of argument, both fud injection and a control computer are required to
suggest the presence of dectronic fud injection. No scope is specified, because | assume that this
implication is true for al sorts of engines, and thusit is not part of alayered series ofimplications.
The sample table of automotive classfication rules makes nomention of anything other than EF,
S0 gpparently the mere fact of its presence is sufficient to trigger aclassfication action. If,
however, in amore thoroughly worked out automotive guide, it were important to distinguish
between EFl and other forms of injection, the scoping € ement could easily beintroduced into the
association.

Rules

Rules are the core active component of the Ferret knowledgebase. Although more spacein
the base is employed in establishing topics for searching and assembling strings of implications to
interpret some of the topics, the god of dl other processing isto provide input to the rules that
drive the decision process. With topics and implications, al pointers operate within the topic
map. With rules, and only with rules, are there pointersto external data to be reported to the
user (or to other externd actions to be triggered when arule is satisfied).



In ther form, rules are very smilar to conjunctive implications. A ruleis expressed as an
association. One or more members play the role of antecedent; when dl the antecedents are
satidfied, the ruleistriggered, and activity shiftsto one or more membersthat play the role of
target.

<associ ation id="report-110.5">
<i nst anceO >
<t opi cRef xlink: href="#function-rule"/>
</instanceO >
<scope>
<t opi cRef xli nk: href ="#scope- par agr aph"/ >
</ scope>
<menber >
<r ol eSpec>
<t opi cRef xlink:href="#role-target"/>
</ rol eSpec>
<t opi cRef xlink: href="report#110.5"/>
</ menber >
<nenber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-antecedent"/>
</ rol eSpec>
<t opi cRef xlink:href="#t-EFl"/>
</ menber >
<menber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-antecedent"/>
</ rol eSpec>
<t opi cRef xlink: href="#t-specific-nodel"/>
</ menber >
</ associ ati on>

This association corresponds to rule 110.5 in the smulated dassfication guide. The
<i nst ance™r > dement disinguishesthis as an operationd rule, and ther ol e- t ar get roleinthe
firg <menber > block indicates that the referenced topic is to bereported to the user. The other
<menber > blocks, with r ol e- ant ecedent attributes, indicate what topics must be actuated to fire
thisrule. These<menber > dements function just as those in the implication associations do. The
<scope> block issmultaneoudy avaid XTM scope and an indicator to the Ferret gpplication
that the antecedent members of this rule need to be found within one paragraphto trigger therule.

Since the target member of this association is indicated by a hyperlink, it can be anything
reachable by a hyperlink. In the origina application, the target would have caused the display of
rule 110.5 to theuser. In another gpplication, it might initiate an action to stop transmisson of an
e-mail message or to page an ADC to come vdidate the software ssuggested classfication of
the document under analysis.

L ogic Processing and Categorization

The basic use for which Ferret was developed was classification. However, we soon
redlized that the engine was suitable forother types of logica operations. One of the first
applications we attempted was categorization. In our firgt attempt to build such an application,
the knowledge base was used to attempt to assign abstracts of proposasto certain placesin an



U re N IUVVIW&\/ NUJC VVUD U WV uuunpl. w qul 1 AU CLavLo VI PIUPUMQ VU vt lell [ N

andyticd hierarchy. If an abgtract were found to fit in a particular bin, say 2.1, then a further
attempt would be made to place it insmaller bins, such as 2.1.4, down to arequired leve of
granularity. Asthelogic finds finer levels of binsin which to place the abdtracts, it must, of course,
turn off the coarser levels through which it has passed. In effect, each finer level thet is actuated
must send feedback to deactivate the coarser level from which it has received control. This
feedback, too, can be represented in the topic map.

<associ ation id="category-2.1.4">
<i nst anceO >
<t opi cRef xlink: href="#function-assign"/>
</instanceO >
<nenber >
<r ol eSpec>
<t opi cRef xli nk: href ="#rol e-f eedback"/>
</ rol eSpec>
<topi cRef xlink:href="report#2.1"/>
</ menber >
<menber >
<r ol eSpec>
<topi cRef xlink:href="#role-target"/>
</ rol eSpec>
<topi cRef xlink:href="report#2.1.4"/>
</ menber >
<nenber >
<r ol eSpec>
<t opi cRef xlink: href="#rol e-antecedent"/>
</ rol eSpec>
<t opi cRef xlink:href="#t-2.1"/>
</ menber >
<nenber >
<r ol eSpec>
<t opi cRef xl i nk: href ="+#rol e-ant ecedent"/>
</ rol eSpec>
<t opi cRef xlink:href="#t-criterion-for-2.1.4"/>
</ menber >
</ associ ati on>

This structure combines the type of association required for rules with the feedback
mechanism. Thus the requirement for assigning thecandidate data to bin 2.1.4 isthat it already
has been assgned to bin 2.1 and then that it meets some additiona criterion or criteria. The
feedback turns off not the implication and rule process that had assigned the datato 2.1 but only
the reporting mechanism that will act to generate output from the system. Thissequentia
refinement of assgnment can be carried on so far as required by the application.

When we introduced the feedback mechanism, which serves asalogica NOT, we redized
we had created the mgor conditions for alogicd engine. The norma implication process acts as
an OR, and the mechaniam that lies behind both the conjunctive implications and the rules acts as
an AND. Further gpplications that use the logica-processng mechanisms remain asubject for
later devel opment.

Conclusion



When we began work on the Ferret system, our goa was smply to construct atool to help
the ADCs review documents. We had seen prototype tools that attempted the same function but
were too dow for production use, particularly in the areaof maintaining the knowledge base
needed to support the system. Our first project was todevelop the high-performance analytical
engine. The Ferret engine, because of its innovative interna architecture, is both very fast and
very flexible; and we have gpplied for a patent on the design. A corporation has been formed to
commercidize the technology for applications outside the government

The knowledge-base designis not intringic to theinternd operation of the engine and has
been evolving dmost continuoudy since the project started. The first knowledge base was
actually based on one derived from the dow prototype we had studied. We redlized that design
was not maintainable and moved from it to our earliest XML representation. We eventualy
redlized we needed to divorce the knowledge base from any connection to legacy technologies
and to concern oursalves only with capturing the intellectua rel ationships among its components.
By treating the Ferret engine as a black box and building the knowledge base usng the XTM
model, we have achieved aformin which the base will be both portable and maintaindble, as
well as potentidly usable for more than smply controlling the Ferret engine.

Even as the knowledge base has evolved, we have been rethinking the uses of the Ferret
technology. Besdesusing it for its origind purpose as an ADC's assistant, we have already used
it for categorization projects and for scanning e-mail. We believe that with gppropriate
knowledge bases, Ferret could serve as a diagnogtic tool or a mechanism for expanding queries.
We are conddering extending the reporting mechanism to write out new topic maps as the engine
andyzes documents. The new topic maps might assist us in representingandyticd resultsin
processes like classfication, or they could serve asindexes for searching the documents that have
been andyzed. If we are able to merge generated topic maps with those dready in a knowledge
base, we believe that we will have created an engine that is sdf-training within certain domains.
As the topic-map technology gains acceptance and support, topic-map tools fromother sources
may appear that we can integrate with the Ferret engine, creating even more interesting tools.
Conversion of the knowledge base structure from its origina form to topic mapsis, | believe, the
key to future growth of uses for our andytica engine.
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